Appendix II Guidelines for corpus processing
and the ripe corpus

This appendix comprises of two parts: Part [ presents the guidelines for processing the
corpus of verse lines: Section 1 briefly considers the analytical advantages coding
offers as a means of corpus processing and Section 2 spells out the coding scheme.
Part II presents the ripe corpus for each of the five genres which features the
frequency pattern for each coding type.

Part I Guidelines for corpus processing

1 Coding as a means of corpus processing

The coding scheme to be proposed below represents the grammatical structure of the
verse line by encoding the boundary strength between two surface adjacent syllables.
This strength is attributable to the grammar, mostly syntax, occasionally
supplemented by lexicon, semantic interpretation and pragmatic considerations. As
such, coding may be regarded as an alternative to bracketing in representing the
grammatical structure of the line. While bracketing suffices in the development of the
modern verse grammar, coding is necessary in exploring the ancient grammar,
because it offers considerably analytical convenience by better revealing the distinct
patterns in the corpus that would be obscure otherwise. In particular, the numerical
coding system greatly facilitates the distilling of the frequency patterns of lines of
various grammatical structures and highlights the distribution patterns of both the
weakest and the strongest boundaries, which is respectively coded as 1 and 4 below'.
As shown in Chapter 7, both patterns constitute important evidence for the
operativeness of the modern constraints in the ancient grammar.

In addition, coding offers certain additional advantages, two of which deserve brief
mentioning. First, the coding scheme enables us to record the boundary strength
without pinpointing the specific formal status of the syntactic constituents involved,
which are often disparate. There is no fixed, one-to-one correspondence between the
syntactic constituent and the boundary strength and constituents of disparate statuses
may give rise to comparable boundary strength. This is illustrated in the following
three verse lines where the syntactic bracketing and labels are given for illustrative

purpose:

|

€)) [chulrid]xp[[jing]l men2]xp shanl]xp
first sun Jingmen mountain
€The sun (rises on) the Jingmen mountaini

" In theory, it is also possible to just use bracketing to obtain such patterns from the corpus. However,
the difficulty in reading and keeping track of brackets would result in the corpus to be processed in a
much more cumbersome and less efficient fashion.
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) |

[mu4 luod]s [van4 [nan2dud]]s
tree fall swan south cross
€The tree leaves fall and the swans fly to the southi

3) [xing4] avwner [[yan3 ming2]s[shenl jiand]s]
luckily eye bright body healthy
€Luckily I am still bright-eyed and in good healthi

The three boundaries marked out with the arrows are equally strong in that they all
represent the strongest structural boundaries within the line and as such will be
uniformly encoded as 4 in our coding scheme (to be introduced below). However, as
indicated by the syntactic labels, the syntactic constituents involved differ
considerably in nature.

Second, in a related manner, a numerical coding scheme caters to the relative nature
of boundary strength. The domain of the coding is limited to the verse line, and the
strength of a boundary between two adjacent syllables in a line is always gauged in
relation to that of the other boundaries in the same line. Across the lines, syntactic
constituents of different statuses might trigger the same boundary strength;
conversely, syntactic constituents of the same status might feature different boundary
strengths. But the numerical coding scheme enables boundaries of different origins to
be represented uniformly.

As a final note, we wish to emphasize that coding is, in essence, a notational
shorthand which offers the above-mentioned analytical convenience but carries no
theoretical import. It can be translated into bracketing, although they are not in a one-
to-one relation. Several coding types may correspond to the same bracketing
structure, as shown in Chapter 7.

2 The coding scheme

This section presents the coding scheme which is a numerical way to encode the
boundary strength by uncovering and incorporating the linguistic factors responsible
for this strength. Evidently, linear adjacency of two syllables is the premise for the
following discussion on the boundary strength and the coding scheme.

The scheme is five-scaled with the numbers ranging from 1 to 5, where 1 indicates the
weakest boundary and 5 the strongest. The smaller the number, the weaker the
boundary”. This is indicated below:

4 weakest boundary <-----1-----2-----3-----4-----5-----> strongest boundary

The coding process contains three steps: (i) pre-assignment, (ii) assignment and (iii)
post-assignment, which are respectively discussed below.

* Five scales are chosen in an effort to achieve a balance between descriptive sufficiency and analytical
efficiency (cf. Chen 2000: 563; Hayes 2000).
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2.1 Pre-assignment

The purpose of pre-assignment is to encode those boundaries whose strength can be
straightforwardly determined in order to clear the road for the more elaborate
assignment stage which takes recourse to syntax and lexicon. The codings 1, 3, and 5
are assigned at this stage.

First, coding 1 is assigned to weakest boundaries which, in the context of classical
Chinese verse, include the boundary (i) between the reduplication and disyllabic
morphemes, and (ii) between the component syllables in opaque proper names, i.e.
place and person names’. In both cases, nothing can be inserted in between and the
two syllables cannot be split in scrambling. Reduplication is quite common in
classical Chinese and used widely in verse, typically in onomatopoeic words such as
&iaol xiaoli (the sound of falling leaves) or adjectives reduplicated for more vivid
effect, e.g. &ingl gingli (green). Disyllabic morphemes are relatively rare due to the
overwhelmingly monosyllabic nature of classical Chinese; some typical examples are
the names of flora and fauna, for instance, &i4 /i2i (a kind of plant) and &u/ jiuli (a
kind of seabird).

Second, coding 5 is, rather trivially, assigned to, and only to the boundary following
the line-final syllable, for the simple reason that the end of the line, with no syllable to
follow, vacuously qualifies as the strongest boundary in the line. A noteworthy point
here is that a verse line may correspond to a wide array of syntactic constituents such
as a phrase, a phrase coordination, a sentence, a compound sentence consisting of two
or more small clauses. These are respectively illustrated below:

%) shi2 nian2 li2 luan4d  hou4
ten year separation chaos after
EAfter ten yearsi separation and chaosi

(6) gu3  dao4 xil fengl shoudma?
ancient road west wind thin horse
€The ancient road, the west wind, and the thin horsei

@) gud ren2 jud Jjil shu3
old folks prepare chickenrice
€The old friends have prepared chicken and ricei

(®) zhu3 xuanl guil huan4  nu3
bamboo noisy returnwashing girl
€The bamboo (leaves) become noisy, (and) the washing girl returnsi

Finally, coding 3 is assigned to all the remaining boundaries, but only temporarily as a
default coding to be modified below.

3 By éopaquei we refer to those proper names whose meaning cannot be compositionally derived, e.g.
&hul ge3i (person name) or &ued yang2i (place name). This is in contrast to those éransparenti proper
nouns where the meaning can be so derived, for example, place names such as &ingl zhouli where
&houi means &cityi, and personis names such as éwang2 gongli where égongi means €ordi. Such
transparent proper names are in fact compounds or NPis, which, as is to be argued shortly, feature
binding factors.
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2.2 Algorithm for the assignment

This phase of the coding process is targeted at the boundaries temporarily assigned
coding 3 in the pre-assignment phase, which entails a close scrutiny of the
grammatical structure of the verse line. The algorithm features éinding factorsi and
élienating factorsi: at those boundaries where binding factors are present, the current
coding (which is the default 3) is reduced by one, thus becoming 2, whilst at
boundaries where alienating factors are present, the coding 3 is increased by one, thus
becoming 4. Below the binding and alienating factors are respectively spelled out.

2.2.1 The binding factors

Three types of binding factors can be identified: (i) certain semantic relations
encompassed in the argument structure; (ii) inclusion in the lexicon; (iii) cliticization.

2.2.1.1 Semantic relations in the argument structure

The construct of argument structure (Williams 1981, 1994) is adopted to capture the
relevance of syntactic structures to boundary strength. Briefly speaking, the argument
structure of a lexical item, typically a predicate, is the lexical representation of its
grammatical information (Grimshaw 1990). A distinction is drawn between internal
and external arguments of a predicate in terms of whether an argument appears within
the maximal projection of a predicate or not.

Two semantic relations, namely, the theta relation and functor relation, constitute the
first binding factor. First, the theta relation refers to the syntactic relation between the
predicate and its argument(s). In particular, the juncture between the predicate and its
internal argument, most typically, that between a verb and its object NP, is the
&ightest of all grammatical relationsi, and is &ssentially as tight as it can geti
(Williams 1994:29)*. In other words, such boundaries are the weakest. So is the
boundary between a preposition and its complement NP in a PP. Examples are the
VPis éba3 jiu3i and éwen4 gingl tianli and the PP &uwi2 chunli in the two verse lines
below. The boundaries involving the theta relation are marked out.

) [ ba} jiu3] [wend qingl tianl]
hold wine ask blue sky
€Holding the wine, (I) ask the blue skyi

|

(10) huldie? bud [sui2 chunl] qu4
butterfly not with spring leave
€The butterflies do not leave with the springi

In this connection, the boundary between the predicate and its external argument,
typically that between the verb and its subject NP, is not characterized by the binding
factor’. This is because unlike the internal argument which is in an immediate
sisterhood relation with the verb, the external argument lies external to the maximal

* One should be careful not to confuse the use of uncturei in Williams (1994) with that of oundaryi
here: a tight juncture is a weak boundary.

> It does not constitute an alienating factor either; the coding at such boundaries retains the default &1,
subject to promotion to 4 in the post-assignment stage.
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projection of the verb, and the theta role is only assigned via the x-bar projection. As
such, the external argument is not strictly €locali to the verb. Indeed, according to
Williams (1994:21), the subject-predicate juncture is a double-headed, phrase-to-
phrase link, in contrast to the verb-object juncture which is single-headed and lexical.
The relatively strong boundary between the verb and its external argument compared
to that between the verb and its internal argument is evident from the much greater
mobility enjoyed by the subject NP than the object NP, which often brings the subject
NP out of linear adjacency with the predicate.

The second relation in the argument structure theory that serves as a binding factor is
the functor relation. It differs from the theta relation in that it is neutral regarding theta
roles. However, it is similar to the theta relation, or more precisely, the relation
between the predicate and its internal argument in that both observe absolute locality
and nothing can be inserted in between. Williams (1994:45) presents an inventory of
constructions characterized by the functor relation, which are essentially reducible to
the émodifier + modifieei type. Among them, the relevant ones in the current context
of classical Chinese verse are: (i) modifier + noun; (ii) (verbal) adverb + verb; (iii)
negation + VP/AP.

First, in the émodifier + nouni construction, the modifier is either an adjective or
noun. In both cases, the boundary between the modifier and the modifiee, i.e. the head
noun, is weak. For example,

(11) [shenl yuand] suo3 [qingl qiul]
deep yard lock lonely autumn
€The lonely autumn is locked inside the deep yardi

(12) [chun1¢hua1 | [qiul ¢ yued] he? shi2 liao3
spring flower autumn moon whichtime disappear
€When will the spring flowers and autumn moons disappear?i

which respectively contain NPis of the structure A+N and N+N, and where the
relevant boundaries marked out are all weak.

A further piece of evidence for the weak boundary in the émodifier + nouni structure
is the strong tendency to lexicalization displayed by such structures. Indeed, Duanmu
(1998, 1999) argues that such structures are all compounds rather than noun phrases
in modern Chinese. A similar picture is presented for such structures in classical
Chinese in Feng (1998), which suggests that in classical Chinese, A/N+N structures
were most likely to undergo idiomatization and become lexicalized into nominal
compounds, especially when they were used with considerable frequency®.

6 Apparently, this bears on the issue of the distinction between noun phrases and nominal compounds,
which, albeit interesting, is of little immediate relevance to the present discussion of boundary strength,
since whether a given A/N + N structure is phrasal or lexical, the éinding factori, being either the
functor relation or the listed entry in the lexicon, is always present and thus the boundary between the
two components is always weak. We will return to this issue when discussing the factor of inclusion in
the lexicon below.
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The second construction featuring the functor relation is & verbal) adverb + verbi. The
éverbali adverb, which modifies the VP, is distinguished from the &ententiali adverb,
which modifies the sentence. This is illustrated below with the sentential adverb
&ing4i and the verbal one &u21i:

(13) xing4 [[yvan3 ming2]s[shenl jian4]s]
luckily eye bright body healthy
€Luckily I am still bright-eyed and in good healthi

(14) lou2 shang4 hual zhil  xiao4 [du2 mian2]yp
boudoir above flower branch laugh lone sleep
€The girl upstairs in the boudoir laughs at me sleeping alonei

In terms of semantic relation, both subcategories of adverbs entertain a functor
relation with their modifiees. However, only the &verbal Adverb + VPi construction,
as that in (14), contains the binding factor and accordingly the internal boundary is
weak. The reason is that the modifiee of the sentential adverb, i.e. the sentence (IP),
occupies a structurally higher node than VP; in other words, the sentence has a more
elaborate branching structure than VP. As is to be seen in the next section, branching
constitutes an alienating factor, which strengthens the boundary between the
sentential adverb and the sentence it modifies. Indeed, the boundary between the
sentential adverb and the sentence it modifies is typically the biggest break in a line
and coded as 4. The cancellation effect between the binding and the alienating factors
in the case of sentential adverbs renders the boundary between a sentential adverb and
the modified sentence stronger than that between a verbal adverb and the modified
verb.

It deserves mentioning here that similar to the éA/N + NP1 structure, the &verbal)
Adverb + VP1i structure is also susceptible to lexicalization, which further indicates
the close tie between the adverb and the verb’.

Third, the negation construction is another type of the émodifier + modifieei structure,
with the modifier being the negator éhu4i and éwei4i (meaning énoti) and the modifiee
typically being VP or AP, as shown in the following examples:

(15) (i) meng4 junl junl budzhil
dream you you not know
€l dream of you, but you do not knowi

(i1) heng2 zhil  weid yed
horizontal branch not leave
€The horizontal branches have not yet grown leavesi.

7 Tt needs to be realized, however, that there are far fewer verbal compounds deriving from the latter
structure due to the smaller number of verbal adverbs. Some examples are &hen4 sili (carefully
consider) and &hang?2 tan4i (give a long sigh over).
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(16) |

(i) fenglbud4 ding4
wind not certain
€The (direction of the) wind is not certaini

'

(i1) hong2 yan2 weid lao3 enl xianl duan4
red complexionnot old favor first stop
€The beauty is not yet old, but (the emperor) already loses favor of heri

The functor relation in such constructions renders the boundary between the negator
and the following VP/AP weak. In fact, the weak boundary can also be accounted for
by treating the negator as € lexical item not specified for categoryi, following
Williams (1994:49), rather than as an adverb. This way, &u4i is a head that takes
what it modifies as the complement constituting a so-called éNotPi, and the modifiee
serves as a NotP internal argument. If this account holds, then the binding factor
between the negator and what it negates is attributable to a relation equivalent to that
between the predicate and its internal argument. Whichever option is taken, the
boundary in the negation construction is weak.

A further indication of the weak boundary between the negator and the constituent it
negates is that the negation construction éu4 + VP/APi is also susceptible to
lexicalization, in particular when the VP/AP only comprises a monosyllabic verb or
adjective, e.g. éhu4 duoli (not much/many), &u4 xiang3i (not want), and &u4 zhili
(not know) in (15).

The range of syntactic construction types covered in the above discussion about the
first binding factor, namely, theta and functor relations, actually encompass the
majority of syntactic structures in classical Chinese verse lines, which are distinctly
characterized by a minimal use of function words®. The following table summarizes
these constructions and their respective semantic relations. Due to the presence of the
binding factor, the boundaries in such constructions are all weak. The two semantic
relations are respectively shortened as éthetai and éfunctori. In the case of the negation
construction, corresponding to the two viable accounts mentioned above, both the
functor and the theta relations are presented as the possible semantic relation.

(17)
Syntactic construction Binding Boundary | Semantic
Type factor relation
V + NP Yes Weak Theta
P+ NP Yes Weak Theta
A/N + NP Yes Weak Functor
Verbal Adv+VP Yes Weak Functor
Negator + VP/AP Yes Weak Functor /theta

¥ Indeed, two of the five genres exclusively use lexical categories, and as is to be seen below, in the
other three genres, only a very small number of function words are used.
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2.2.1.2 Inclusion in the lexicon

The second binding factor is lexical in nature: a compound that is listed in the lexicon
has a binding factor between its component syllables’. Such compounds could be
nominal, verbal or adjectival, and their internal structures could be coordination or
subordination (i.e. modification). Some examples of compounds are given below and
the relevant boundaries are marked out.

(18)  N+N coordination:

[fengl yu3] rao4 cheng2 ail
wind rain surround city  sad
€The wind and rain surround the city sadlyi

(19)  N+N modification

[chunl hual] [qiul * yued] he?  shi2 liao3
spring flower autumn moon which time disappear
€When will the spring flowers and autumn moons disappear?i

(20)  A+N modification; N+N coordination

qil qil [fangl cao3]yi4 [wang2 sunl]
luxurious fragrant grass miss kings lords
€The fragrant grass is so luxurious, and I am missing the kings and lordsi

(21)  N+N coordination; A+A coordination

[shenZlhun2] [mi2 l luand]
spirit  spirit confused chaotic
€The spirits are confused and chaotici

(22) A+N modification; V+V coordination

[yu} jiel] kongl [chu}li4]
jade stairs futile stand stand
&) futilely stand on the jade stairsi

(23)  verbal Adverb+V modification

[xie2  yi3] xunl long2 zuo4 dao4 ming?2
obliquely lean fragrant pillow sit till dawn
&She) obliquely leans against the fragrant pillows and sit (in bed) till dawni

Compare the compounds of the modification type presented here with the émodifier +
modifieei constructions discussed earlier and the borderline between compounds and
phrases in such cases seems blurry. This is especially true of the boundary between
disyllabic NP or VP and disyllabic noun or verb compounds, as widely acknowledged
among Chinese linguists (cf. Feng (1998) for classical Chinese and Duanmu (1998)
for modern Chinese). In most cases, the crux seems largely a matter of frequency of
usage: according to Feng (Ibid.), compounds may be regarded as idiomatized phrases,
i.e., phrases that have become lexicalized due to their high frequency of usage.

° Actually, this argument has already been exploited in the above discussion when we cited the
proneness for lexicalization as an indication of a weaker boundary.
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However, this ambiguity has no bearing on the boundary strength under discussion
here: whether a &éN+Ni, éA+Ni, or &Ad+Vi structure constitutes a phrase or
compound, the boundary between the two adjacent syllables involved is weak'’.

2.2.1.3 Cliticization

As mentioned earlier, classical Chinese verse is characterized by the parsimony, and
in some genres, absence, of function words. With one exception, all the boundaries
involving the few function words that do occur can be accounted for via the two
binding factors discussed so far. This exception is the boundary involving the function
word &hili in three usages, i.e. as the possessive marker, the particle linking subject
and predicate, and the demonstrative pronoun, as respectively illustrated below:

(24) (1) gaol yang2 zhil pi2
lamb sheep 1is  skin
€The skin of the lambs and sheepi

(i1) zhi2 zi3 zhil shou3
hold youis  hand
&I) hold your handi

(25) (1) han4 zhil  guang3 yi3
han (state name) particle wide particle
€The state of Han is widei

(i1) zi3 zhil bu4 shul
you prt not nice
€Y ou are not nicei

26) |

zhil zi3 yu2 guil
this person go return
€This person is goingi

In all usages, &hili serves as a proclitic (Chen 1996: 598), and its rightward
cliticization constitutes a strong binding factor between é&hili and its following
syllables.

Although these three usages of é&hili are the only cases of cliticization as a binding
factor, the above discussion prompts us to quickly examine one further usage of &hili
and the other function words, which has so far remained undiscussed.

First, in addition to the above-mentioned three usages, &hili can also be used as the
object pronoun, as shown below:

' One might also argue that the binding factor, being essentially a semantic relation (functor relation),
is to some extent independent of the grammatical status of the structure.
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27 qiu2 zhil budde2
desire her no obtain
&) desire her, but (I) cannot get (her)i

&hili in this usage behaves like a full noun and the boundary between it and the
preceding verb in this usage is that between the verb and its internal argument and
thus weak.

The other function words occurring in our corpus are the possessive pronoun &i2i,
the conjunction &ie3i (and) and &r31 (and), and several interjections. They are
respectively illustrated below:

(28) dai4 qi2 ji2 xil
wait his kindness interj
€Ah, (I) wait for his kindnessi

(29) xun?2 mei3 qied yi4
bright beautiful and different
& She is) so bright, beautiful and differenti

30) xinl er3 chang?2 xil
slim andlong interj
€Ah, (he is) slim and talli

The boundary between the possessive pronoun &i2i and its following N in (28) is
comparable to the A+N structure and thus weak. The conjunction in (29) and (30)
heads a constituent like the éandPi in English (Williams 1994:16), which is similar to
the negation structure in that the constituent following the conjunction serves as its
internal argument, and accordingly the boundary is weak.

By comparison, interjections constitute an alienating factor, which will be discussed
in the next section.

To sum up, three binding factors are identified: first, the two semantic relations
encompassed in the argument structure theory, i.e. the theta relation and the functor
relation; second, the inclusion as a lexical entry; third, cliticization. In terms of
coding, the presence of any one of these binding factors at a boundary triggers the
boundary strength to be reduced by 1.

2.2.2 The alienating factors

Two alienating factors are identified: branchingness of a structure and presence of
interjections. Regarding the former, two points merits attention''. First, we stipulate
that the coding of a boundary is only increased by one no matter whether the structure
branches on one or both sides of it. Second, the alienating and the binding factors
work independently of each other. For example, in a &Verb + object NPi structure
where the NP branches, the boundary between V and NP features both a binding
factor and an alienating one, respectively due to the theta relation and the

"' We assume the relevance of branchingness in syntax, as is evident from the order of verb clusters
(Haegeman and van Riemsdijk 1986) and c-command.
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branchingness of the internal argument NP. This is illustrated by the boundary
between the verb &ou4i and its complement NP 02 luo2 shang3i below:

|

31 ved han2 weil toud [bo2 [luo2 shang3]]
night chill slightly penetrate thingauze skirt
€T'he night chill slightly penetrates her thin gauze skirti

Thus, the coding at this boundary first moves from the default 3 (assigned at the pre-
assignment stage) to 2 (=3-1) due to the theta relation, and then is increased by 1 due
to the branchingness, thus eventually arriving at 3 (=2+1).

A second alienating factor is the interjection: we contend that interjections, which are,
by their very nature, semantically empty and syntactically unattached, stand in a loose
relationship with their surrounding syllables. Accordingly the boundary between an
interjection and its neighbors is strong and its coding is increased by one. More
specifically, the boundary before a line-final interjection always constitutes the
biggest break in the line, while a line-medial interjection triggers strong boundaries on
both of its sides. In our corpus, there is only one line-medial interjection, i.e. éxili,
and the two boundaries bordering it are both strong, as shown below:

Vo

(32) [jia4 feil long2] xil [bei3 zhengl]
ride fly dragon xi north march
&1) ride the flying dragon and go to the northi

2.2.3 Overview of the algorithm for coding assignment

Below is an overview of the algorithm for encoding boundary strength at the
assignment stage:

(33) Coding of boundary strength
at the assignment stage

T~

Binding factors (-1) Alienating factor (+1)

Semantic Listed in Cliticization =~ Branching Interjection
relation the lexicon

Thea/\F unctor

2.3 Post-assignment

If the assignment stage is mainly concerned with the local addition or deduction of
boundary strength coding, the post-assignment stage examines the well-formedness of
the global coding profile emerging out of the pre-assignment and the assignment
stages and straightens up possible irregularities. This entails a top-down perspective
which differs from the bottom-up one at the assignment stage.
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The following coding profile template is assumed for every verse line: one and only
one 5 which necessarily occurs line-finally, one and only one 4 which encodes the
strongest boundary within the line (except for two cases to be discussed below), zero
or more lis, zero or more 2is and zero or more 3is. The coding profile reached at the
end of the assignment stage is compared against this template and when the template
fails to be met, adjustments are made accordingly.

Specifically, adjustments are called for when (i) more than one 5 is assigned, and/or
(i) no 4 or more than one 4 is assigned. Such cases could arise as a result of the
implementation of the algorithm at the assignment stage, which is in turn based on the
coding reached at the pre-assignment stage. First, of the multiple 5is, only one is
assigned at the pre-assignment stage and all the others are derived at the assignment
stage from the default coding 3. We refer to these 5is respectively as éunderivedi and
&erivedi. Given the template outlined above, all the derived 5is are demoted into 4is.
Second, we stipulate that there is only one 4 in the coding template which marks the
strongest boundary in the line. As a consequence, when the coding at the end of the
pre-assignment and the assignment stages contains no 4is, the 3 at the strongest
boundary in the line is promoted into 4; when the coding contains multiple 4is, all the
others except the one at the strongest boundary are demoted into 3is'?. Evidently, the
post-assignment stage is not as trivial as the pre-assignment stage since it involves the
determination of the strongest boundary in the line, which is discussed below.

2.3.1 Coding 4 at the strongest boundary in the line

In most cases, the strongest boundary in the line can be determined on syntactic
grounds, although as in the case of the coding 5 boundary, the coding 4 boundary may
correspond to various syntactic categories. For example, the boundaries marked out in
the three lines presented above in (1), (2) and (3) are actually all coding 4 boundaries
and they respectively represent the boundary between two coordinated NPis, between
two sentences, and between the line-initial sentential adverb and the sentence it
modifies. The following verse lines illustrate yet more possibilities of the syntactic
constituents corresponding to the coding 4 boundary:

(34) qingl quan?2 lshi2 shang4 liu2
clear stream stone on flow
€The clear stream flows on the stonesi

|

(35) tand wei2 yaol dai4 sheng4
sigh tie waist belt extra
&I) sigh over the fact that my waist belt becomes longer (because lim pining
away)i

"2 These two demoting steps need to proceed in this sequential fashion with the demoting of derived 5is
preceding that of 4is. The reason is that the demoting of 5is results in yet more 4is.
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(36) |

xinl zhil youl  yi3
heart prt  worry interj
€Ah, my heart worriesi

The coding 4 boundaries in these three examples are respectively that between the
subject NP and the VP, that between the V and the object NP, and that between the
small clause and the interjection'.

In some cases, syntax needs to look to the semantic interpretation of the line and the
associated pragmatic considerations to produce a correct parsing of the line. This is
illustrated in the following two cases. One is when a verse line contains no verbs and
only juxtaposed NP1is, as in (6) above, which is repeated below:

(1) ii)

(37) gu3  dao4 xil fengl shoudma2
ancientroad west wind thin horse
€The ancient road, the west wind, and the thin horsei

To determine the relative strength of the two boundaries between the three NPis
marked out above entails reference to the semantic interpretation of the line and
certain pragmatic considerations. The line should be interpreted as €4 thin horse
(toils) on the ancient road in the west windi where the first two NPis describe the
backdrop against which the referent of the third NP is embedded. Hence, the first two
NPis are more closely connected to each other, and boundary (i) is weaker than
boundary (ii); accordingly, boundary (ii) represents the strongest boundary within the
line and is assigned coding 4.

A similar scenario is when the line contains more than one verb. Consider:
(1 (i1)

(38) fengl  hui2 l lu4 zhucm3l buZjiand junl
mountain return road wind not see you
€The mountain reappears, and the road winds, and (I) cannot see you anymorei

where the semantic interpretation of the line implies that boundary (ii) is stronger than
boundary (i) and thus assigned coding 4.

The result of this trimming is that the only 5 is the underived one marking the
boundary after the line-final syllable, and the only 4 is the one marking the strongest
boundary in the line. All other 4is and 5is will be reduced to 3is.

An illustration of the post-assignment operations necessitates that of the coding at the
previous two stages, and the complete coding process is illustrated with the following
verse line:

5 Example (36) compellingly illustrates the relative nature of boundary strength: the boundary between
V and its object NP is weak due to the theta relation, but here in the absence of any stronger boundary,
it nonetheless constitutes the strongest break in the line and is therefore coded as 4.
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(39 i

xiangl shul he2 chu4 da2
hometown letter whichplace arrive
€Where shall (my) letter home arrive?i

First, the pre-assignment stage trivially yields the coding pattern 33335.

Second, at the assignment stage, the following operations are executed. First, the
coding 3 between &iangli (hometown) and éhuli (letter) is reduced by one, because
they are of the &N+Ni structure where the first noun modifies the second'®. Second, a
similar reduction happens to the coding 3 between &e2i (which) and é&hu4i (place).
Third, the coding 3 between &huli and &eli is increased by one because of the
branching structure on both sides. Note that here as mentioned earlier, in case of
branching as the alienating factor, the coding of a boundary is only increased by one
no matter whether the branching occurs on one or both sides of it. Fourth, the coding
3 between &hu4i and &la21i is increased by one because of the branching structure of
the verbal complement, i.e. &e2 chu4i. Fifth, the coding 4 thus derived between
&hu4i and éda2i is decreased by one because of the theta relation between the internal
argument &e2 chu4i (which place) and the verb &la2i (arrive). Thus we have 24235.

It turns out that this coding pattern perfectly conforms to the coding profile template
where coding 4 indeed marks the biggest break in the line, which is the boundary
between the external argument and the predicate. As such, it need not undergo post-
assignment.

For clarity sake, the complete coding process is illustrated below:

(40) xiangl shul he2 chu4 da2
hometown letter whichplace arrive
€Where shall (my) letter home arrive?i

xiangl  shul he2 chud da2

(i) Pre-assignment: 3 3 3 3 5
(i1) Assignment: Furctor Brariching Functor Branching
2 4 2 4
Theta
3

(iii) Post-assignment: None

- Final coding: 24235

2.3.2 Exceptions regarding Coding 4

Now back to the post-assignment stage, as hinted earlier, two exceptions to the overall
coding template mentioned above are permitted: first, for verse lines containing line-

' Alternatively, the reason might be that the constituent &iang! shuli is actually listed as a compound
in the lexicon.
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medial interjections, the coding necessarily contains two 4is, and second, for certain
two-syllabled lines, coding 4 may be legitimately absent.

In the former case, the boundaries on both sides of the interjection constitute the
strongest boundary within the line, and as such are encoded as 4. This line type is
most common in the second genre, Chuci and continues to encroach upon some
earlier poems of the third genre, Guti, with éxii being the line-medial interjection.
Two examples, respectively coded as 324425 and 24425, are as follows:

(41) yud lan2  tangl xil mud  fangl
bathe orchid water xi shower fragrance
&) bathe myself in the orchid water and shower myself in fragrancei

(42) wu3 yinl xil fan2 hui4
five soundxi exuberantluxurious
€The five sounds are exuberant and luxuriousi

The latter case only happens with certain two-syllabled lines, where the two syllables
constitute a structure containing one of the binding factors identified above, for
example, an NP of the émodifier + modifieei structure, or a noun compound, as
illustrated below:

43) () tuan2 shan4
round fan
éhe round fani

(1) guan3 xian2
pipe  string
éhe pipe and string (music)i

In such lines, our practice is to allow for the absence of 4is, and represent the tighter
boundary between the two syllables by encoding the boundary strength as 25, which
is exempt from subsequent post-assignment inspection.

Of course, 45 is still a possible coding type for two-syllabled lines, and predictably
when these two syllables constitute a constituent containing no binding factor. For
example, the following line is a €N+V1 structure:

(44) ren2 qiaol
people quiet
¢People have quieted downi

2.4 Illustration of the coding scheme

To summarize, the coding scheme to encode the boundary strength of a verse line
includes three stages: pre-assignment, assignment and post-assignment, with the
algorithm for the assignment stage constituting the core. This algorithm works
straightforwardly by identifying the formal grammatical factors bearing upon the
boundary strength as binding or alienating. Methodologically, the coding scheme
features an integration of bottom-up and top-down perspectives: at the pre- and post-
assignment stages, the perspective is a top-down one whilst the bottom-up perspective
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is adopted at the assignment stage where the syntactic, semantic and lexical aspects of
the line are considered.

We conclude this section by illustrating the application of the coding scheme with the
following two examples.

45) huan2 qin3 meng4 jial qil
return sleep dream good time

&She) goes back to sleep, dreaming of good timesi

huan2 qin3  meng4 jial  qil

(i) Pre-assignment: 3 3 3 3 5
(ii) Assignment: Thita Theia Funl:tor
2 2 2
Branching
3
(iii) Post-assignment: Profotion
4
—> Final coding: 24325
(46) bai2 tou? gongl nv3 zai4

whitehead court lady is (there)
€The white-haired court lady is (still) therei

bai2  tou2  gongl nv3 zai4
(i) Pre-assignment: 5
(i1) Assignment: Compounding Funcfor Compounding Brang¢hing
2 2 2 4
Branching
3

(iii) Post-assignment: None

—> Final coding: 23245
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Part II The ripe corpus
Shijing
Line Type Number Percentage
2-syll 10 0.76%
3-syll 63 4.77%
4-syll 1134 85.91%
S-syll 70 5.30%
6-syll 29 2.20%
7-syll 11 0.83%
8-syll 3 0.23%
Total 1320 100%
Boundary Strength Coding Type Number Percentage
2-syll
25 3 30%
35 3 30%
45 4 40%
Total 10 100%
3-syll
145 6 9.52%
245 3 4.76%
345 3 4.76%
425 49 77.78%
435 2 3.17%
Total 63 100%
4-syll
1345 1 0.09%
1415 2 0.18%
1425 52 4.59%
2345 43 3.79%
2415 66 5.82%
2425 459 40.48%
2435 39 3.44%
3145 1 0.09%
3245 106 9.35%
3445 3 0.26%
4235 19 1.68%
4315 14 1.23%
4325 329 29.01%
Total 1134 100%
S-syll
23145 2 2.86%
23245 11 15.71%
23415 2 2.86%
24325 15 21.43%
24425 2 2.86%
32345 2 2.86%
32425 7 10%
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33245 8 11.43%
42325 6 8.57%
42335 1 1.43%
43235 2 2.86%
43325 12 17.14%
Total 70 100%
6-syll
232435 8 27.59%
233245 2 6.90%
242325 2 6.90%
243235 4 13.80%
243325 2 6.90%
333245 7 24.14%
432325 2 6.90%
433325 2 6.90%
Total 29 100%
7-syll
2332435 3 27.27%
2343325 3 27.27%
3242415 1 9.09%
3243325 1 9.09%
3333245 3 27.27%
Total 11 100%
8-syll
32343325 100%
Total 100%
Jiuge
Line Type Number Percentage
5-syll 49 19.76%
6-syll 128 50.59%
7-syll 73 28.85%
8-syll 1 0.40%
9-syll 2 0.79%
Total 253 100%
Boundary Strength Coding Type Number Percentage
S-syll
14425 1 2.04%
24415 5 10.20%
24425 38 77.55%
24435 2 4.08%
34425 3 6.12%
Total 49 100%
6-syll
134435 1 0.78%
234415 1 0.78%
234425 14 10.94%
314425 12 9.38%
314435 4 3.13%
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324415 1 0.78%
324425 81 63.28%
324435 14 10.94%
Total 128 100%
7-syll
2344235 4 5.48%
2344325 5 6.85%
2443325 1 1.37%
3144235 1 1.37%
3144315 4 5.48%
3144325 2 2.74%
3244235 1 1.37%
3244325 53 72.60%
3324425 2 2.74%
Total 73 100%
8-syll
32442325 1 100%
Total 1 100%
9-syll
324423325 1 50%
332443325 1 50%
Total 2 100%
Guti
Line Type Number Percentage
4-syll 30 3.56%
5-syll 431 51.13%
6-syll 5 0.59%
7-syll 367 43.53%
8-syll 10 1.19%
Total 843 100%
Boundary Strength Coding Type Number Percentage
4-syll
1425 1 3.33%
2415 4 13.33%
2425 10 33.33%
2435 2 6.67%
4315 2 6.67%
4325 11 36.67%
Total 30 100%
S-syll
13245 1 0.23%
14235 12 2.78%
14315 1 0.23%
14325 20 4.64%
23425 2 0.46%
24235 55 12.76%
24315 12 2.78%
24325 238 55.22%
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33245 1 0.23%
34425 3 0.70%
42335 1 0.23%
43235 58 13.46%
43315 2 0.46%
43325 25 5.80%
Total 431 100%
6-syll
132445 1 20%
232445 2 40%
332445 2 40%
Total 5 100%
7-syll
1234235 2 0.55%
1234325 3 0.82%
1314235 1 0.27%
1324135 1 0.27%
1324235 2 0.55%
1324325 4 1.09%
1423325 3 0.82%
1433235 1 0.27%
2314235 2 0.55%
2314325 3 0.82%
2324135 1 0.27%
2324235 34 9.26%
2324315 1 0.27%
2324325 88 23.98%
2334325 1 0.27%
2344235 4 1.09%
2344325 3 0.82%
2413235 2 0.55%
2413325 1 0.27%
2423135 7 1.91%
2423235 24 6.54%
2423315 2 0.55%
2423325 44 11.99%
2432325 1 0.27%
2433135 1 0.27%
2433235 18 4.90%
2433325 9 2.45%
3144315 1 0.27%
3244315 4 1.09%
3244325 13 3.54%
3314315 1 0.27%
3314325 1 0.27%
3324235 10 2.72%
3324315 1 0.27%
3324325 21 5.72%
3434325 1 0.27%
4312335 1 0.27%
4313325 3 0.82%
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4323135 1 0.27%
4323235 12 3.27%
4323325 29 7.90%
4333235 5 1.36%
Total 367 100%
8-syll
23244325 5 50%
32344235 1 10%
33244235 1 10%
33244325 3 30%
Total 10 100%
Jinti
Line Type Number Percentage
5-syll 434 56.81%
7-syll 330 43.19%
Total 764 100%
Boundary Strength Coding Type Number Percentage
S-syll
14235 10 2.30%
14315 1 0.23%
14325 2 0.46%
23245 5 1.15%
23435 2 0.46%
24115 1 0.23%
24135 3 0.69%
24235 96 22.12%
24315 7 1.61%
24325 228 52.53%
43135 2 0.46%
43235 62 14.29%
43325 15 3.46%
Total 434 100%
7-syll
1234125 1 0.30%
1234235 4 1.21%
1234325 7 2.12%
1324235 6 1.82%
1324325 7 2.12%
1423325 6 1.82%
1433235 1 0.30%
1433325 1 0.30%
2314135 2 0.60%
2314235 4 1.21%
2314315 1 0.30%
2314325 3 0.91%
2324135 3 0.91%
2324235 44 13.33%
2324315 5 1.52%
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2324325 78 23.64%
2334235 1 0.30%
2334325 2 0.60%
2412335 1 0.30%
2413235 2 0.60%
2423235 16 4.85%
2423315 1 0.30%
2423325 28 8.48%
2433125 1 0.30%
2433135 1 0.30%
2433235 30 9.09%
2433325 2 0.60%
3234235 1 0.30%
3234315 1 0.30%
3234325 1 0.30%
3243325 1 0.30%
3314235 1 0.30%
3314325 1 0.30%
3324235 5 1.52%
3324325 13 3.94%
4312335 1 0.30%
4313235 2 0.60%
4313325 1 0.30%
4323235 18 5.45%
4323315 2 0.60%
4323325 23 6.97%
4333235 1 0.30%
Total 330 100%
Ci
Line Type Number Percentage
2-syll 10 1.33%
3-syll 125 16.60%
4-syll 261 34.66%
5-syll 128 17.00%
6-syll 112 14.87%
7-syll 111 14.74%
8-syll 2 0.27%
9-syll 4 0.53%
Total 753 100%
Boundary Strength Coding Type Number Percentage
2-syll
15 2 20%
25 4 40%
35 2 20%
45 2 20%
Total 10 100%
3-syll
245 48 38.40%
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345 4 3.20%
415 7 5.60%
425 52 41.60%
435 14 1.12%
Total 125 100%
4-syll
1425 6 2.30%
2345 8 3.07%
2415 8 3.07%
2425 143 54.79%
2435 25 9.58%
3245 5 1.92%
3435 3 1.15%
4315 4 1.53%
4325 57 21.84%
4335 2 0.77%
Total 261 100%
S-syll
13245 1 0.78%
14325 1 0.78%
23345 2 1.56%
23425 1 0.78%
24135 2 1.56%
24235 21 16.41%
24315 2 1.56%
24325 39 30.47%
32425 1 0.78%
34235 4 3.13%
41325 5 3.91%
42325 23 17.97%
42335 3 2.34%
43135 1 0.78%
43235 9 7.03%
43315 1 0.78%
43325 12 9.38%
Total 128 100%
6-syll
132435 1 0.89%
142325 5 4.46%
142335 1 0.89%
143235 1 0.89%
231435 2 1.79%
232345 1 0.89%
232415 1 0.89%
232425 5 4.46%
232435 2 1.79%
241315 1 0.89%
241325 3 2.68%
242315 1 0.89%
242325 32 28.57%
242335 7 6.25%
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243315 2 1.79%
243325 18 16.07%
332425 2 1.79%
342325 2 1.79%
423235 1 0.89%
432315 1 0.89%
432325 20 17.86%
432335 2 1.79%
433325 1 0.89%
Total 112 100%
7-syll
1314325 1 0.90%
1324235 2 1.80%
1324325 3 2.70%
1334325 1 0.90%
1423325 1 0.90%
1433235 1 0.90%
2314235 2 1.80%
2314325 2 1.80%
2324235 17 15.32%
2324325 20 18.02%
2324335 2 1.80%
2334315 1 0.90%
2334335 1 0.90%
2343325 1 0.90%
2413235 1 0.90%
2413325 1 0.90%
2423135 2 1.80%
2423235 5 4.50%
2423325 10 9.01%
2432325 1 0.90%
2433235 11 9.91%
2433325 4 3.60%
3244325 1 0.90%
3324325 9 8.11%
4313235 1 0.90%
4323235 1 0.90%
4323315 1 0.90%
4323325 6 5.41%
4333235 2 1.80%
Total 111 100%
[8-syll
43232325 1 50%
43323325 1 50%
Total 2 100%
9-syll
243323235 1 25%
431323235 1 25%
432323235 2 50%
Total 4 100%
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